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ABSTRACT

Resource allocation is a critical issue in the implementation
of a portable, low-latency and efficient system for interactive
experience. To address this, we propose the parallel dynamic
time warping (PDTW), that utilizes multi-thread computation
on a modern multi-core system, for online audio-to-audio mu-
sic alignment. We also discuss the evaluation methodology
that benchmarks the trade-offs among latency, accuracy of
alignment, and computing resource. The proposed system
utilizes multiple DTW alignment processes and parallel com-
puting technique to reduce the processing time, as well as to
improve both the alignment accuracy and robustness to tempo
variation. Evaluation on several datasets with artificial time
stretching exhibits the capacity of the system in enriched con-
cert experience.

Index Terms— music information retrieval, online audio
alignment, parallel computing.

1. INTRODUCTION

In the era of experience economy, multimedia systems for
real-time interaction are becoming ubiquitous in our lives.
Music is one of the most fundamental elements that enriches
such possibilities. For example, rhythm games [1, 2], page
turners for music practice [3], automatic accompaniment sys-
tems [4], and enriched music experience [5, 6] have gained
huge popularity, and also marks the role of the end-device-
based interactive systems in the “Internet of musical things”
(IoMT) [7].

It is therefore required an online alignment algorithm that
can synchronize a live music performance to a target se-
quence, such as a reference score, accompaniment, and oth-
ers, with unnoticeable latency, light computational resource,
high accuracy, and preferably, easy-to-implement architec-
ture [4–6,8–16].1 Despite its development for decades, build-
ing a stable music alignment system for real-time tracking of
live performance is still challenging for many reasons: First,

1Since the main focus of this paper is on audio-to-audio alignment, the
alignment from audio to score or other symbolic format is not in the scope of
this paper. Note that an audio-to-score alignment task is usually done through
an audio-to-audio alignment task, in which the reference MIDI is synthesized
into an audio signal [12].

the system should reliably predict future score events with un-
noticeable latency. This is hard because a music piece can be
played with various speeds, loudness, and expression by dif-
ferent musicians and under different environments. Such a
fact usually results in a high variation of instantaneous tempo
estimation in the expressive parts of a music piece among dif-
ferent versions of performance in a music piece. According
to an illustration in [13], an abrupt slow-down or speed-up by
twice in live music performance is not uncommon. It is there-
fore required a stable algorithm that can track slow-varying
tempo, but can still react to abrupt tempo change.

Second, hardware issues such as the I/O latency and envi-
ronmental noise could be even uncontrollable when moving
the system into the wild, making it difficult to assess the qual-
ity of an online alignment system. Up to date, a systematic
evaluation that includes the performance of latency [8] and
even computational loading for an online alignment algorithm
are relatively less emphasized in previous work.

To address the above-mentioned issues, we propose the
parallel dynamic time warping (PDTW) method, which per-
forms multiple dynamic time warping (DTW) subroutines in
parallel on overlapped audio segments, to estimate stable and
accurate instantaneous tempo. Since multi-core CPUs are be-
coming ubiquitous in the laptops and mobile devices, we em-
phasize that such an approach is practical in developing inter-
active music systems. For an in-depth study, we evaluate the
trade-offs among accuracy, latency, and computation loading
on a synthetic dataset with approach similar to [17].

2. BACKGROUND AND RELATED WORK

Most of the online alignment systems infer the score position
by tracking the instantaneous tempo or detecting the onsets
of important events [13]. In general, the performance of these
algorithms are constrained by the following three factors:

• The intrinsic latency caused by a limited length of a
segment for instantaneous tempo estimation [18]. For
example, if we use a 8-sec segment to estimate the
tempo, this tempo is actually not an “instantaneous
tempo,” but an averaged one over the previous 8 sec-
onds, and is (on average) by 4 seconds delayed from
the “present time.” Such a lag of information is re-



Fig. 1: Conceptual illustration of the parallel dynamic time warping (PDTW) system for on-line music alignment.

ferred to as the intrinsic latency. The longer the in-
trinsic latency is, the more the prediction deviates from
the ground truth. The intrinsic latency is independent
from the hardware speed, and the only way to reduce
the intrinsic latency is to reduce the size of the window.
However, a too short segment tends to give inaccurate
estimation of tempo.

• Time complexity and computing speed. The time com-
plexity of a DTW algorithm is O(N2), where N (i.e.,
number of points) of the input audio. The actual com-
putational time of a segment-level DTW also varies,
and tends to cause extra instability in tempo estima-
tion. To reduce the time complexity of DTW, vari-
ants of DTW have also been proposed, such as Fast-
DTW [19], Online DTW (ODTW) [15] and windowed
time warping (WTW) [16], by adding more constraints
or by omitting the backtracking process.

• Alignment accuracy. For interactive performance, the
ability to make prediction precisely about future events
is crucial. Since the intrinsic latency and the computa-
tional time are inevitable, calibrating the latency while
keeping the predicted score position accurate relies
on the prediction algorithm, such as Hidden Markov
Model (HMM) [9], particle filters [10], and Monte-
Carlo inference [20], have also been adopted in previ-
ous studies.

Although audio-to-audio alignment algorithms for off-
line cases are well developed such as Fast-DTW [19], win-
dowed time warping (WTW) [16], HMM [9], particle filters
[10], Monte-Carlo inference [20], as well as the multi-core
approach [11, 21], there are still issues not fully addressed
by these method in online scenarios. For example, [15, 16]
can shorten the tracking response time but sacrifice the accu-
racy. [11] require multi-track information to launch the multi-

thread architecture. [21] has data transfer overhead issue be-
tween CPU and GPU and therefore is not directly applicable
for online scenarios which need fast response. [9,10,20] need
accurate note onset information of the reference signal to uti-
lize the score state.

The idea of utilizing an ensemble of audio to improve the
performance of alignment has emerged recently. In [14], dif-
ferent versions of performance acting as the reference signal
can enhance alignment accuracy without detailed annotation
to every performance. In [11], parallel computing is used to
align individual instrument part of polyphonic signals. Being
inspired by these two works, we propose the PDTW algorithm
as a new solution to address the issues mentioned above in in-
teractive applications.2

3. MULTI-CORE ALIGNMENT SYSTEM

3.1. Parallel Dynamic Time Warping (PDTW)

Fig. 1 illustrates the working flow of the proposed PDTW
system. First, the reference audio signal is synthesized from
a MIDI sequence which represents the ground truth. This ref-
erence audio is employed to align with the audio signal of
the live performance. To facilitate the discussion, we de-
note the time index of the reference, namely the reference
time, as T (r) := [t

(r)
1 , t

(r)
2 , · · · , t(r)i , · · · , t(r)I ], i ∈ [1, I],

where t(r)i is the i-th index of the reference time. Similarly,
for the live performance, the performance time is denoted as
T (p) := [t

(p)
1 , t

(p)
2 , · · · , t(p)j , · · · , t(p)J ], j ∈ [1, J ], where t(p)j

is at the j-th frame of the performance. To further clarify the
timing relationship between live performance audio and ref-
erence audio, we also show it in Fig. 2.

In the preprocessing stage, we convert both the reference
and the performance audio signals into spectral features. The

2Hands on demo application program is available and can be found at
https://github.com/Sma1033/Realtime-audio2audio-alignment



Fig. 2: The process of predicting current reference audio po-
sition using extrapolation.

features are then divided into multiple overlapped segments
with length wdtw, and the step size between every two con-
secutive segments is hdtw. Next, a new subroutine is created
to align the newest performance segment with the newest ref-
erence one using the DTW algorithm. The average slope of
the resulting DTW alignment path is then the tempo ratio R,
representing the ratio of the two instantaneous tempi of the
reference and of the performance. Suppose the DTW align-
ment path is denoted by f : T (p) → T (r), meaning that
t
(r)
i = f(t

(p)
j ) for some i and j. The tempo ratio of the lth

segment Rl is then computed by averaging the local deriva-
tives of the DTW alignment path:

Rl :=
1

wdtw − d

wdtw∑
m=d+1

f(t
(p)
m )− f(t(p)m−d)

t
(p)
m − t(p)m−d

. (1)

In this paper we set d = 10 time indexes, as our pilot study
shows that this setting yields a stable estimation of tempo ra-
tio. Finally, for every k most recently estimated values of
tempo ratio, the corresponding reference audio position t̃(r)current
is computed simply by linear extrapolation:

t̃
(r)
current =

1

k

k∑
l=1

(
t
(r)
l +Rl(t

(p)
current − t

(p)
l )
)
, (2)

where t(p)current is the current performance time (i.e., the time
that the live performance goes) and t̃(r)current is the estimated ref-
erence time that corresponds to t(p)current. In other words, with 1)
the reference audio time of the last time step given by the pre-
vious DTW and 2) the tempo ratio of the current performance
time given by the current DTW, we can estimate the corre-
sponding reference time for each single time instant. We cre-
ate k threads to process the highly overlapped segment with
such subroutines in parallel. By averaging the most recent es-
timations obtained from the k threads, t̃(r)current is estimated in a
stable manner.

Fig. 3: System architecture of PDTW.

3.2. System Architecture

Fig.3 shows the proposed multi-thread PDTW system ar-
chitecture. The system-level information and the decision-
making process (i.e., Eq. (2)) are handled by the main control
server. When the system is turned on, k clients (i.e., threads)
are initialized.3 The incoming audio data is saved in a buffer,
and is periodically updated every 50 ms by the audio inter-
face (i.e., the sound card or any hardware that receives the au-
dio in the environment). The main control server periodically
checks the status of each DTW client every hdtw second. Then
the server randomly assigns the latest received data from the
audio interface to one of the idle clients for DTW computing.
When there is a DTW alignment task completed, the server
updates the tempo estimation accordingly through Eq. (1).

4. EXPERIMENTS AND EVALUATION

4.1. Dataset

In order to evaluate the performance of the proposed algo-
rithm, we collect 10 music clips from the resource includ-
ing the Bach10 dataset [22], the MAPS dataset [23], the
Hainsworth dataset [24] and two classical pieces of Mozart
and Schubert recorded by our collaborators (two professional
musicians). The lengths of the audio files range from 1’31”
to 5’09” and are sampled at 22,050 Hz. To study the per-
formance of the system under the circumstances of highly-
varying tempo values, we keep only the first 15 seconds of
every music piece at the original playback speed, and then
gradually change the tempo over time in an arbitrary manner,
up to a minimum tempo ratio at 0.5 and a maximum one at
1.8. This results in an average value of 7.48% playback speed
change in one second for stretched audio. Time-stretched au-
dio files are generated using the TSM toolbox [25] since it
allows customized path stretching.

3The number of clients needs not to be the same as the number of seg-
ments. However, to simplify the discussion, we assume they to be the same
in this paper and denote this number as k.



4.2. Experimental settings

We test the proposed algorithm on a consumer PC with Intel
i7 7700K CPU and 32GB Memory. The CPU frequency is set
at 4.5 GHz, with Hyper-Threading activated. The peak double
precision floating point performance of this machine is about
144 GFlops (36 GFlops / core). For audio interface, We use
Yamaha MG-10XU for receiving the live audio. The input
buffer is set to 0.05 sec. For feature representation, we adopt
the HCQT feature proposed in [26], where we concatenate the
channel-wise HCQT in different bands, with frequency from
64 Hz to 1.3 kHz, into a feature vector.

Similar to most of the audio-to-audio alignment systems
[27], we evaluate the performance in frame-level. First, we
introduce the concept of tolerance window δ. Assume there
are M frames in the dataset. An estimated value t̃(r) of frame
r is said to be a true positive if |t̃(r) − t(r)| < δ. The accu-
racy (ACC) is defined as the ratio between the number of true
positive frames to all the M frames:

ACC(δ) =
#. true positive framesδ

M
(3)

The mean error (ME) is the average deviation of detection
from the ground truth:

ME =
1

M

M∑
m=1

∣∣∣t̃(r)m − t(r)m ∣∣∣ (4)

Then, we employ a procedure similar to [27] to measure
system agility. We define latency as the average time interval
between tempo update and receiving live performance signal.
Finally, to evaluate computational resource usage, we record
CPU usage through HWiNFO644.

4.3. Evaluation of system performance

First, we investigate the performance of the PDTW and the
conventional single-thread DTW. Fig. 4a compares the result-
ing ACCs using different number of threads k = 1 (single-
thread), 2, 4, and 12. All experiments are with wdtw = 6
secs and hdtw = 0.15 sec. Clearly, PDTW using multi-thread
processing yields much better ACC than using single-thread
processing. For example, when δ = 250 ms, all the three re-
sulting ACCs with k > 1 are by 10% higher than the one with
k = 1. The ACC also increases consistently for δ > 500 ms,
meaning that multi-threading greatly helps for those segments
with large alignment errors.

Fig. 4b shows the ACCs with varying DTW alignment
window wdtw, and with hdtw fixed to 0.15 second. For more
baselines of comparison, we also list the results two degen-
erate cases, one is simply the off-line DTW which represents
the upper limit of ACC, and the other, which represents the
lower limit of ACC, is using fixed tempo found at the begin-
ning of the music piece to alignment the whole piece. The

4system monitoring software HWiNFO64: https://www.hwinfo.com/

errors in the off-line DTW is mainly caused by the non-ideal
properties of the time-stretching operation such as distortion
of timber. Therefore, such results are reasonable and suit-
able for further comparison. Other results indicate that the
ACC values of PDTW heavily depend on wdtw. This is be-
cause short DTW alignment result can provide better tempo
estimation in the local region, and such estimation can be bet-
ter stabilized through multiple DTW estimations, especially
when tempo change occurs.

Fig. 4c shows the ACCs with different DTW hop sizes
hdtw. It can be seen that the ACC is in general higher for
smaller hdtw. The only exception is the case of hdtw = 100 ms,
where its ACC is lower then the case of hdtw = 500 ms for δ >
1000 ms. The reason is that when hdtw is low, the system tends
to localize the information within relatively stable tempo up
to a very accurate position. However, when there is a high
tempo variation, the system falls short of catching long-term
information, and is likely to ‘get lost’ in this case, thereby
increases the alignment error.

Finally, Fig. 5 shows the latency, ME and CPU usage us-
ing wdtw = 6 seconds for different hdtw. For a relative large
hdtw, ME decreases along with latency when we decrease
hdtw. However, if hdtw is reduced to less than 0.50 second,
ME increases greatly, because the system tends to overlook
long-term information and therefore unfeasible for the audio
with high tempo variation. Such as phenomenon can also be
seen in Fig. 4c. Since what we consider is not merely the per-
formance in the local region but in long-term one, this issue
requires extra effort to be addressed in future work.

4.4. Application in live performance

The proposed PDTW alignment algorithm has been applied
in an enriched music performance. [5, 6]. The event was held
in the National Concert Hall of Taiwan, a concert hall with
more than 2,000 seats in a 90m*60m area. Fig. 6 shows
the scene viewed from the control panel room in the con-
cert hall (left), and an illustration of piano-roll rolling through
the screen along with the performance (right). In the concert,
we connected a PDTW system to a music visualization in-
terface having visual designs of musical concepts, including
piano-rolls, instrument activation, and the tonnetz represen-
tation [28]. The music visualization interface retrieves the
latest reference time t̃(r)current outputted by the PDTW system
every 50 ms, and illustrates the musical concepts correspond-
ing to that time instance accordingly. Two music pieces were
performed with the visualization: Mozart’s Divertimento, K.
136, and Schubert’s Arpeggione Sonata, D. 821. The former
piece has a steady tempo, while the latter one contains huge
variations of speed. Our proposed PDTW system was capable
of ensuring accurate estimation of the instantaneous tempo as
well as the alignment result for both music piece without prior
knowledge about the acoustic response of the concert hall and
the preferred interpretation of the performer.



(a) (b) (c)

Fig. 4: (a) Comparison of single-thread DTW and PDTW. (b) Comparison of ACC with different DTW window size (wdtw)
and tolerance window (δ) in PDTW. (c) Comparison of ACC with different DTW hope size (hdtw) and tolerance window (δ) in
PDTW.

Fig. 5: CPU usage, mean error and latency with different hdtw.

5. DISCUSSION AND CONCLUSION

We have presented the feasibility of the proposed PDTW al-
gorithm for online audio-to-audio music alignment. Together
with visualization, the proposed PDTW alignment algorithm
has been successfully demonstrated in an enriched music per-
formance. Besides, through a systematic evaluation, we sug-
gest that, for a standard PC, say, one with a 4-core CPU, set-
ting hdtw = 0.5 sec, wdtw = 5 secs, and 4 DTW clients would
perform in a stable manner. If there are more than 8 cores
available on the platform, the hdtw value can be further re-
duced to enhance alignment accuracy. Besides its better per-
formance in terms of accuracy and latency, another reason to
advocate more research efforts on multi-thread processing is
that it is inherently a more suitable architecture for the devel-
opment of interactive system. Assigning subtasks simultane-
ously makes it much easier than assigning them sequentially
to design the pipeline. With such design consideration, it’s
plausible to run an interactive system with more information
processed simultaneously and thus can create more possibili-
ties on the interaction between machines and musicians.

Fig. 6: Pictures taken in an enriched musical concert using
PDTW algorithm for online alignment. The played notes, in-
strument activation and tonnetz diagram are projected on the
screen behind the stage.
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